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Abstract: Genes do not function alone but through complex biological pathways. Pathway-based biomarkers may be a reliable diagnostic tool for 
early detection of breast cancer due to the fact that breast cancer is not a single homogeneous disease. We applied Integrated Pathway Analysis Database 
(IPAD) and Gene Set Enrichment Analysis (GSEA) approaches to the study of pathway-based biomarker discovery problem in breast cancer proteomics. 
Our strategy for identifying and analyzing pathway-based biomarkers are threefold. Firstly, we performed pathway analysis with IPAD to build the gene 
set database. Secondly, we ran GSEA to identify 16 pathway-based biomarkers. Lastly, we built a Support Vector Machine model with three-way data split 
and fivefold cross-validation to validate the biomarkers. The approach–unraveling the intricate pathways, networks, and functional contexts in which genes 
or proteins function–is essential to the understanding molecular mechanisms of pathway-based biomarkers in breast cancer.
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Introduction
Breast cancer is the most common cancer among American 
women, except for skin cancers. About 12% women in the 
US will develop invasive breast cancer during their lifetime.1 
According to the American Cancer Society, in 2014 in the US, 
approximately 232,670 new cases of invasive breast cancer will 
be diagnosed in women, about 62,570 new cases of carcinoma 
in situ (CIS) will be diagnosed (CIS is noninvasive and is the 
earliest form of breast cancer), and about 40,000 women will 
die from breast cancer. Early detection of malignant breast 
cancer tumor is critical to the prevention of cancer deaths and 
successful cancer treatment.

Researchers have shown that functional genomics 
studies using DNA Microarrays is effective in detecting the 

difference between healthy breast tissues and breast cancer tis-
sue by measuring thousands of differentially expressed genes 
simultaneously.2–4 However, early cancer detection and treat-
ment are still challenging due to multiple reasons. In addi-
tion to the difficulty of obtaining tissue samples for microarray 
analysis, another reason is that breast cancer consists of multi-
ple disease status, each arising from a distinct molecular mech-
anism and having a distinct clinical progression path,5 which 
makes the disease difficult to detect in early stages. Therefore, 
there is a need for us to develop more reliable diagnostic tools 
for early detection of breast cancer. Pathway-based biomark-
ers can be one of the tools because compelling evidences have 
been provided that these genes function in a pathway regulat-
ing human cancers.6 Another example supporting for focusing 
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on pathways rather than individual genes is the studies of the 
TP53 tumor-suppressor gene,6 which is a transcription factor 
that normally inhibits cell growth and stimulates cell death 
when induced by cellular stress.7–10

Genes do not function alone but through complex bio-
logical pathways. As more information is revealed through 
large-scale “omics” techniques, it is becoming increasingly 
apparent. Unraveling these intricate pathways and analyzing 
their functions is essential to understanding biological mech-
anisms. Extensive function, pathway, and network analysis 
allowed for the discovery of highly significant pathways from 
a set of disease versus healthy samples. Knowledge of activa-
tion of these processes will lead to novel assays identifying 
their proteomic signatures in the plasma of patients at high 
risk for cancer disease.

Gene set enrichment analysis (GSEA) has been widely 
used for finding significantly affected pathways from various 
experimental platforms. For example, Wang et  al developed 
an R package named SeqGSEA to derive biological insight by 
integrating differential expression and splicing from RNA-Seq 
data with functional gene set analysis. This approach built count 
data model with negative binomial distributions to first score 
differential expression and splicing in each gene, respectively, 
followed by two strategies to combine the two scores for inte-
grated GSEA. The R package SeqGSEA is particularly useful 
for efficiently translating RNA-Seq data to biological discover-
ies.11,12 Holden et al combined Single-nucleotide polymorphism 
(SNP) association analysis with the pathway-driven GSEA, to 
facilitate handling of genome-wide gene expression data. The 
method they developed, GSEA-SNP, may facilitate the identi-
fication of disease-associated SNPs and pathways, as well as the 
understanding of the underlying biological mechanisms.13

Therefore, we presented an approach that combines 
Integrated Pathway Analysis Database (IPAD) and GSEA 
together for the identification of pathway-based biomarkers 
from breast cancer proteomics. Moreover, a Support Vector 
Machine (SVM) model with three-way data split and five-
fold cross-validation was used to validate the prediction per-
formance for the pathway-based biomarkers identified. We 
believe that the approach can help us understand molecular 
mechanisms of pathway-based biomarkers in breast cancer.

Methods
Human plasma samples. Ammonium carbonate, ammo-

nium bicarbonate, urea, formic acid, lysozyme, 2-iodoethanol, 
and triethylphosphine were all purchased from Sigma-Aldrich 
(St. Louis, MO, USA). Acetonitrile and Mass Spectrometry 
(MS)-grade water were purchased from Honey Burdick & 
Jackson (Morristown, NJ, USA). Trypsin was purchased 
from Worthington Biochemical Corporation (Lakewood, NJ, 
USA). Seppro tip IgY-12 and reagent kit were purchased from 
GenWay Biotech (San Diego, CA, USA).

The Hoosier Oncology Group (HOG; Indianapolis, IN, 
USA) collected the two batches of plasma samples: Study A 

and Study B. Each study contains 40 plasma samples from 
women diagnosed with breast cancer and 40 plasma samples 
from healthy volunteer women as control. All participants 
gave their written, informed consent for collection and use of 
the samples. This study was approved by the Indiana Univer-
sity institutional review board and conducted in accordance 
with the principles of the Declaration of Helsinki. We col-
lected all samples in the two studies with the same standard 
operating procedure and stored them in a central repository in 
Indianapolis, IN, USA. The two batches were processed at dif-
ferent times in the same laboratory. We analyzed each sample 
in a single batch by mass spectrometry. The demography and 
clinical distribution of breast cancer stages for the two studies 
are comparable.

Liquid Chromatography Tandem Mass Spectrometry 
(LC/MS/MS) plasma proteomics analysis. Thermo- 
Fisher Scientif ic linear ion-trap mass spectrometer (Linear 
Trap Quadropole) coupled with a Surveyor HPLC system 
was used to analyze tryptic peptides and to identify pro-
teins. We first eluted peptides with a gradient from 5% to 
45% acetonitrile, which was developed over 120  minutes 
at a f low rate of 50 µL/minute. Then, we collected data 
in the “triple-play” mode (primary MS scan, zoom scan, 
and MS/MS scan).14 Lastly, we generated the raw peak list 
data with XCalibur (version 2.0), which were further ana-
lyzed by a label-free identif ication and quantitative algo-
rithm described by Higgs et al.15

The MS database searching was performed against the 
International Protein Index (version 3.6).16 We used the same 
algorithm in15 to carry out protein quantification. First, we 
aligned all extracted ion chromatograms along retention 
time. We matched each aligned peak by parent ion, charge 
state, daughter ions (MS/MS data), and retention time 
within a one-minute window. Then, we measured, normal-
ized, and compared the area under the curve (AUC) for each 
individually aligned peak for their relative abundance using 
methods described in Wang et al and Higgs et al.14,15

Linear mixed model. All peak intensities were trans-
formed to a log scale before quantile normalization,17 and the 
protein intensity is fit by a separate analysis of variance statis-
tical model for each protein as yijk using the following:

	
y T S Iijk j k i ijk= + + + +µ ε 	 (1)

where I N S N Ni k ijk∈ ∈ ∈( , ), ( , ), ( , )0 0 01
2

2
2 2σ σ ε σ  Here, 

µ is the average intensity value, Tj is the fixed group effect that 
is caused by the experimental conditions or treatments, Sk is the 
random sample effect that is from either individual biological 
samples or sample preparations, Ii is the random replicate effect 
that is from replicate injections of the same sample, and εijk is 
the within-group errors. Sk and Ii are assumed independent of 
each other and independent of the within-group errors εijk.

Pathway-based biomarker discovery. We use the GSEA 
R package (GSEA-P-R−1.0)18 to determine all significantly 
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affected pathway-based biomarkers. GSEA is a computational 
method that determines whether an a priori defined set of genes 
shows statistically significant, concordant differences between 
two biological states.18 The primary result of the GSEA is the 
enrichment score (ES), which reflects the degree to which a 
gene set is overrepresented at the top or bottom of a ranked 
list of genes.18 GSEA calculates the ES by walking down the 
ranked list of genes, increasing a running-sum statistic when 
a gene is in the gene set and decreasing it when it is not. The 
magnitude of the increment depends on the correlation of the 
gene with the phenotype. The ES is the maximum deviation 
from zero encountered in walking down the list. A positive ES 
indicates gene set enrichment at the top of the ranked list; a 
negative ES indicates gene set enrichment at the bottom of the 
ranked list.

The basic steps we run the analysis in GSEA are as fol-
lows: 1) building the gene set database (.gmt file) by performing 
pathway analysis with the IPAD (http://bioinfo.hsc.unt.edu/
ipad/);19 2) creating the expression dataset file (.gct file) and 
phenotype labels file (.cls file); 3) setting the analysis parame-
ters and run the analysis; and 4) analyzing the results and iden-
tifying the significantly affected pathway-based biomarker.

Support vector machine. An SVM is a discriminative 
classifier formally defined by a separating hyperplane ,w, x. + 
b  =  0. The separation is considered to be optimal if the set 
of patterns is separated by the hyperplane without error and 
the distance between the closest pattern to the hyperplane is 
maximal. Without loss of generality, it is appropriate to con-
sider a canonical hyperplane,20 where the parameters w, b are 
constrained by min

i
 in|,w, xi . +b| = 1.

For the use of the SVM as an appropriate tool for vali-
dating the pathway-based breast cancer biomarkers, a three-
way data split is applied for training, validation, and testing. 
Briefly, we used Study A as both the “training set” for learning 
to fit the parameters of the classifier, and the “validation set” to 
tune the parameters of the classifier, and used Study B as the 
“testing set” only to assess the performance of the fully trained 
classifier. We randomly partitioned Study A into subsamples. 
For each subsample, a cross-section of the data was flagged 
for use as the validation set and a new model was created by 
training on the remaining data, which are the training set and 
not in the subsample. We then repeated the cross-validation 
process, with each of the subsamples used exactly once as the 
validation data. Lastly, we averaged the results from the folds 
to produce a single estimation.

Performance measurements. 

	

Sensitivity =
TP

TP FN

Specificity =
TN

TP + FP

Precision =
TP

P + FP

Acc

+

T

uuracy =
TP + TN

TP = TN = FP + FN

where TP  =  true positive rate, TN  =  true negative rate, 
FP = false positive rate, and FN = false negative rate.

We used the following five measurements for our evalua-
tion: (1) Sensitivity (also called recall), the proportion of actual 
positive pairs which are correctly identified; (2) Specificity, 
the proportion of negative pairs that are correctly identified; 
(3) Precision, the probability of correct positive prediction; 
(4) Accuracy, the proportion of correctly predicted pairs;  
and (5) AUC.

Results
The plasma proteome sets from Study A and B contain 1423 
and 1389 proteins. A total of 615 proteins are in common 
between the two datasets. We used the IPAD to perform 
pathway analysis and obtained 1261 pathways in Study A and 
1277 pathways in Study B.

We downloaded the R source code (GSEA-P-R-1.0),18 
and built the gene set databases (.gmt files) for Study A based 
on the result of pathway analysis. The geneset database (.gmt) 
file is a tab-separated text file containing one gene set per line. 
The first column is the pathway names. The second column 
is a brief description of the pathway. The remaining columns 
contain the names of the genes in the pathway.

To analyze experimental data, we needed to create two 
text files: a sample phenotype file (.cls) and a gene expression 
file (.gct). A sample phenotype (.cls) file is a text file containing 
three lines. The first line contains three numbers separated by 
spaces. The first number is the number of samples. The second 
and third numbers are the constants 2 and 1, respectively. The 
second line begins with # and is followed by a space-separated 
list of “long” phenotype names. The third line consists of a 
space-separated list of “short” phenotype labels for each of the 
samples in the gene expression file, in the same order in which 
they occur there. A gene expression (.gct) file is a tab-separated 
text file. The first line is the constant #1.2. The second line 
contains two numbers: the number of genes and the number of 
samples. The third line contains column headers for the table 
on the following lines. The fourth line and below each contain 
expression values for one gene: 1) the first column is the gene 
name, 2) the second column is the gene description, 3) the 
third and subsequent columns are the expression values for 
each sample. In our case, the gene expression file is actually a 
protein intensity file. In order to keep consistent with pathway 
analysis, we used gene IDs instead of the original protein IDs 
in the first column.

GSEA reports ES and false discovery rate (FDR) for 
the GSEA. The ES reflects the degree to which a gene set is 
overrepresented at the top or bottom of a ranked list of genes. 
GSEA calculates the ES by walking down the ranked list of 
genes, increasing a running-sum statistic when a gene is in 
the gene set and decreasing it when it is not.18 The FDR is the 
estimated probability that a gene set with a given Normalized 
Enrichment Score (NES) represents a false positive finding.18 
For example, an FDR of 25% indicates that the result is likely 
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to be valid three out of four times. We chose ES greater than 
0.5 and FDR less than 0.25 as thresholds and identified 16 
pathway-based biomarkers (Table  1). In general, given the 
lack of coherence in most expression datasets and the relatively 
small number of gene sets being analyzed, an FDR cutoff of 
25% and ES cutoff of 0.5% are appropriate. The average values 
for ER and FDR for the 16 pathway-based biomarkers are 
0.6428 and 0.1646, respectively.

We built a SVM model with fivefold cross-validation 
and three-way data split to validate the 16 pathway-based 
biomarkers. We first randomly partitioned Study A into sub-
samples with fivefold cross-validation. For each subsample,  
a cross-section of the data is flagged for use as the validation 
set, and a new model is created by training on the remaining 
data, which are the training set and not in the subsample. We 
then used Study B as the testing set to assess the performance 
of the fully trained classifier. The testing set is totally inde-
pendent of the training set. No data from the testing set were 
utilized in 1) identification of 16 pathway-based biomarkers or 
2) development of the SVM model.

We trained the SVM with radius basis function ker-
nels function and fivefold cross-validation. Sensitivity, 
specif icity, precision, accuracy, receiver operating charac-
teristic (ROC) curve, and AUC were calculated to help 
evaluate the predictive performance of the 16 pathway-
based biomarkers.

We obtained high performances: for the training set 
(mean AUC = 0.9075, mean precision = 80.76%, mean accu-
racy  =  80.70%, mean sensitivity  =  80.63%, mean specific-
ity = 80.78%) and for the testing set (mean AUC = 0.8350, 
mean precision  =  73.29%, mean accuracy  =  76.56%, mean 

Table 1. 16 pathway-based biomarkers identified.

Pathway ID Pathway name AE N ES FDR

h_classicPathway Classical complement pathway 14 14 0.70549 0.07245

500792 GPCR ligand binding 16 409 0.60928 0.08991

hsa05322 Systemic lupus erythematosus 17 141 0.68254 0.10214

166663 Initial triggering of complement 13 63 0.64665 0.10883

h_lectinPathway Lectin-induced complement pathway 10 12 0.76798 0.1105

h_compPathway Complement pathway 16 19 0.66422 0.12402

200149 PDGFR-beta signaling pathway 12 129 0.70522 0.16918

hsa04610 Complement and coagulation cascades 42 71 0.50477 0.17074

373076 Class A/1 (Rhodopsin-like receptors) 10 304 0.7634 0.1732

375276 Peptide ligand–binding receptors 10 185 0.7634 0.1732

392499 Metabolism of proteins 18 378 0.56802 0.21487

381150 Diabetes pathways 15 137 0.57968 0.21726

388396 GPCR downstream signaling 27 866 0.48634 0.22031

hsa05133 Pertussis 18 84 0.5792 0.22171

hsa05150 Staphylococcus aureus infection 16 69 0.58669 0.22746

418594 G alpha (i) signaling events 12 199 0.67202 0.23845

Notes: AE is the number of genes presented in the pathway. N is the total number of genes in the pathway.

sensitivity  =  82.03%, mean specificity  =  71.09%) (Table  2). 
The result shows that pathway-based biomarkers we identified 
using GSEA can be used as predictors for improving the pre-
diction accuracy for both the training set and the testing set. 
For example, the G Protein-Coupled Receptor (GPCR) down-
stream signaling pathway achieves the highest performance 
with AUC = 0.9481, precision = 82.98%, accuracy = 88.75%, 
sensitivity = 97.50%, and specificity = 80.00% (Table 3 and 
Figure 1).

Discussion
In this study, we combined IPAD and GSEA together to 
identify 16 pathway-based biomarkers from breast cancer 
proteomics and then we used SVM with three-way data split 
and fivefold cross-validation to validate the prediction perfor-
mance of the 16 pathway-based biomarkers.

GSEA appears to have greater power than single-gene 
analysis in detecting small but biologically important changes 
in a set of genes. It can help to find significantly affected path-
ways within a gene expression data.

The IPAD contains about 22,498 genes, 25,469 pro-
teins, 1,956 pathways, 6,704 diseases, 5,615 drugs, and 52 
organs integrated from databases including the BioCarta,17 
KEGG,21 NCI-Nature curated,22 Reactome,23 CTD,24 
PharmGKB,25 DrugBank,26 and HOMER.27 It can provide 
reliable pathway–gene relationship for the gene set database 
in GSEA.

The 16 pathway-based biomarkers we identified are 
signaling, complement pathway, binding receptors, and 
metabolism (Table  1), which are consistent with previous 
findings.28
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Table 2. Validation with SVM for the 16 pathway-based biomarkers.

Training set Testing set

Pathway ID Precision  
(%)

Accuracy  
(%)

Sensitivity  
(%)

Specificity  
(%)

ROC  
(%)

Precision  
(%)

Accuracy 
(%)

Sensitivity  
(%)

Specificity  
(%)

ROC  
(%)

h_classicPathway 80.56 77.50 72.50 82.50 87.88 71.43 72.50 75.00 70.00 78.63

500792 79.49 78.75 77.50 80.00 90.63 74.47 78.75 87.50 70.00 89.00

hsa05322 73.17 73.75 75.00 72.50 88.88 69.39 73.75 85.00 62.50 82.19

166663 77.27 80.00 85.00 75.00 88.94 69.39 73.75 85.00 62.50 77.81

h_lectinPathway 73.91 77.50 85.00 70.00 89.56 64.29 65.00 67.50 62.50 75.63

h_compPathway 80.00 80.00 80.00 80.00 90.44 70.45 72.50 77.50 67.50 79.19

200149 72.22 70.00 65.00 75.00 78.69 57.14 53.75 30.00 77.50 65.19

hsa04610 86.67 91.25 97.50 85.00 96.94 79.59 86.25 97.50 75.00 88.81

375276 80.56 77.50 72.50 82.50 89.69 75.56 78.75 85.00 72.50 86.75

373076 80.56 77.50 72.50 82.50 89.69 75.56 78.75 85.00 72.50 86.75

392499 82.05 81.25 80.00 82.50 93.25 78.26 82.50 90.00 75.00 91.88

381150 81.40 83.75 87.50 80.00 93.44 76.47 83.75 97.50 70.00 88.38

388396 92.50 92.50 92.50 92.50 98.19 82.98 88.75 97.50 80.00 94.81

hsa05133 81.58 80.00 77.50 82.50 90.94 73.81 75.00 77.50 72.50 81.44

hsa05150 84.09 87.50 92.50 82.50 93.81 73.91 77.50 85.00 70.00 81.88

418594 86.11 82.50 77.50 87.50 91.13 80.00 83.75 90.00 77.50 87.75

Mean 80.76 80.70 80.63 80.78 90.75 73.29 76.56 82.03 71.09 83.50
 

We further evaluated the prediction performance of our 
pathway-based biomarkers by comparing our results with 
prediction performances in previously published findings. 
For example, Aaroe et al identified a set of 738 differentially 
expressed probes that achieved an estimated prediction accu-
racy of 79.5% with a sensitivity of 80.6% and a specificity 
of 78.3%28 and Sharma et  al identified a panel of 37  genes 
that permitted early detection with a classification accuracy 
of 82%.29 These prediction results were based on the training 
set, not the independent testing set. For the testing set, 
our pathway-based biomarkers show a similar prediction 
performance to theirs. However, for the training set, prediction 
performance of our pathway-based biomarkers is higher than 
theirs (Table 2). In addition, we also did the feature selection 
based on all proteins. With a P value cutoff ,0.001, we identi-
fied 72 protein biomarkers in Study A. After SVM learning,  
we obtained the prediction performances: for the training set  

(AUC = 0.9769, precision = 88.10%, accuracy = 90.00%, sen-
sitivity = 92.50%, specificity = 87.50%) and for the testing set  
(AUC  =  0.9188, precision  =  81.25%, accuracy  =  87.50%, 
sensitivity  =  97.50%, specificity  =  77.50%). The prediction 
performances based on proteins are lower than the highest 
performance of our pathway-based approach. When we chose 
the top 17 proteins in Study A as biomarkers, we obtained 
lower prediction performance (AUC = 0.8138 for the testing 
set) than the mean performance based on the pathway-based 
biomarkers (AUC = 0.8350 for the testing set).

An interesting observation in our study is that some 
of genes in the pathway-based biomarker are not differen-
tially expressed between cancer and normal, for example, 
in the GPCR downstream signaling pathway, ADRBK1 
(P value  =  0.68), AGT (P value  =  0.94) and OR7D4  
(P value =  0.69) with high a P value. After we removed all 
proteins with P value $ 0.001 in the pathway, the prediction 
performances dropped dramatically (Table 4). It suggests that 
the genes with a high P value can still be valuable in a path-
way, compared with conventional methods, which usually 
limit genes to those with change below a P value threshold 
such as 0.001. In conventional methods, a maximal P value 
threshold had to be enforced for selection of differentially 
expressed genes/proteins to control false positives. This is 
because while gene expression profiling using microarray is 
a powerful technology with potential to enhance the molec-
ular understanding of tumors, the sources of variability due 
to patient heterogeneity, tumor heterogeneity, replicate vari-
ability, and technical variability makes it difficult to set a  

Table 3. Prediction result for the GPCR downstream signaling.

Training set Testing set

Predicted Cancer Normal Cancer Normal

Cancer 37 3 39 8

Normal 3 37 1 32
Precision 92.50% 82.98%
Accuracy 92.50% 88.75%

Sensitivity 92.50% 97.50%

Specificity 92.50% 80.00%

http://www.la-press.com
http://www.la-press.com/journal-cancer-informatics-j10


Zhang et al

106 Cancer Informatics 2014:13(S5)

H0004
H0535
H0548
H0554
H0563
H0568
H0571
H0577
H0578
H0579
H0580
H0586
H0588
H0591
H0592
H0597
H0603

H0614
H0637
H0641
H0649
H0656
H0668
H0671
H0673
H0676
H0680
H0681
H0682

H0698
H0689
H0686

H0707
H0719
H0733
H0737
H0738
H0743
H0744
P0015
P0042
P0047
P0050
P0053
P0057
P0059
P0062
P0063
P0065

P0067
P0066

P0068
P0071
P0073

P0075

P0080
P0083
P0088

P0089
P0085

P0090
P0093
P0094
P0096
P0099
P0101
P0103
P0104

P0112
P0114

P0132
P0115

P0138

A
D

R
B

K
1

A
G

T C
3

C
5

F
2

K
N

G
1

P
D

E
1B

F
P

4

P
P

B
P

R
G

S
7

S
A

A
1

C
C

L5

R
O

C
K

2

O
B

S
C

N

O
R

7D
4

O
R

6B
1

O
R

51
H

1P

P0106
P0105

P0107
P0108

P0074

P0078

H0606

Figure 1. Seventeen genes pathway-based biomarkers predicting the healthy and breast cancer samples in testing set. X axis shows the 17 genes in the 
GPCR downstream signaling pathway. Y-axis shows the 40 breast cancer and 40 healthy samples.  
Notes: H, healthy; P, cancer; blue, predicted as healthy; yellow, predicted as cancer.

P value threshold. Prior genomic studies have shown that 
simple P value thresholds were too stringent at high expression 
values and not stringent enough at low expression values.30 For 
example, at low expression values, replicate variability is much 
higher than commonly used thresholds. Our SVM method, 
on the other hand, was able to pick up gene expression change 
patterns at P value levels above those usually used in conven-
tional method, primarily because nonlinear cooperative rela-
tionships among biomarker expression patterns on the same 
network were trained and learned by SVM.

Conclusion
We developed an integrated computational approach that 
addressed a challenging pathway network biomarker develop
ment problem in the early detection of breast cancer from 
proteomics. The approach combined GSEA with IPAD and 
SVM. Briefly, first, we performed pathway analysis using 
IPAD and built a gene set for GSEA; then we ran GSEA to 
identify the 16 pathway-based biomarkers; lastly, we validated 
the prediction accuracy using an SVM with three-way data 
split and fivefold cross-validation.
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The approach achieved high prediction performances: 
for the training set (mean AUC = 0.9075, mean precision = 
80.76%, mean accuracy = 80.70%, mean sensitivity = 80.63%, 
mean specificity = 80.78%) and for the testing set (mean AUC =  
0.8350, mean precision  =  73.29%, mean accuracy  =  76.56%, 
mean sensitivity  =  82.03%, mean specificity  =  71.09%) 
(Table 2). Our results show that the pathway-based biomarker 
identification method can be used as a predictor to improve the 
prediction accuracy for both the training set and the testing 
set. We believe this computational approach can be helpful for 
biomarker discovery in early stages of breast cancer and can 
also provide general guidance for pathway network discovery 
applications in other diseases. In the future, we will follow-up 
with biological experiments to validate these biomarkers with 
our collaborators.
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