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Introduction
After the Human Genome Project (HGP), we have entered 
a “post-gene era”, in which researchers have discovered that 
the human genome is not a combination of isolated genes and 
a large amount of useless “DNA segments,” but a complex 
network system. Network motifs are overly represented as the 
smallest unit in a network.1–3 Motif analysis is increasingly 
recognized as a powerful approach to research the function 
structure of a network, the structure of the organization prin-
ciple, and species evolution.

Network motifs were first defined systematically in 
Escherichia coli. Following this work, many methods of net-
work motif mining have sprung up. Kashtan et al proposed 
edge sampling algorithm (ESA),4 which unfortunately leads 
to sampling deviation and causes error. Wernicke described 
an algorithm to enumerate sub-graphs, named Enumerat-
ing Subgraph (ESU), which solves the defects of ESA and 

improves the operation efficiency.5 Meanwhile, a model 
based on generating random networks has also been found 
to be a key to identifying motifs. Milo et al proposed a go-
with-the-winner algorithm to generate random networks.6 
As sub-graph isomorphism is an NP-complete problem,7 a 
method of overcoming this by reducing the search size was 
introduced by Ding and Huang.8 An algorithm aiming to 
reduce the complexity of matching two graphs was proposed 
by Knossow et al,9 and then another algorithm that opti-
mized one-to-many matching problems was described by 
Ogras and Marculescu.10 In addition, based on the aforemen-
tioned algorithms, MFINDER, PAJEK, MAVOSTO, and 
FANMOD are notable existing tools for the motif-mining 
problem.4,11–13 MFINDER was the first motif-mining tool, 
and it implements two kinds of motif-finding algorithms. 
PAJEK offers limited functionality, finding only specific 
motifs such as triads and particular tetrads in a network. 
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FANMOD can handle sub-graphs consisting of up to eight 
nodes.13 However, these methods designed for both directed 
and undirected graphs were time consuming. In this paper, 
we present a method for reducing the searching time and 
saving storage space, while still storing all sub-graphs.

Our method counts all sub-graphs that meet the require-
ments in a given graph. Backtracking method is utilized to 
enumerate all sub-graphs in the network. Then, the associated 
matrixes of sub-graphs are normalized and the isomorphism 
sub-graphs are marked uniquely. We evaluate our method on 
the metabolic pathway of the bacteria E. coli, the transcription 
network of yeast, the sea urchin network, and an electronic 
network. Through these evaluations, we verify the correct-
ness and extensive applicability of our method. In addition, 
we provide a new scheme of the associated matrix that is used 
to identify the motif in the digraph domain.

background information

definition of network. A network consists of vertices and 
edges. A directed graph (or network) is usually denoted 
by G = (V,E), where V represents a finite set of nodes and 
E a finite set of edges such that E ⊆ (V × V ). An edge 
e = (u,v) ⊆ E goes from the node u (the source) to another 
node v (the target).
definition of induced sub-graph. Two graphs: G = (V,E), 
Gs=(Vs,Es), if and only if Vs ⊆ V and Es ⊆ E, then graph Gs 
is a sub-graph of G.
definition of degree order. To order degrees of graph 
G = (V,E), V = {v1,v2,…,vn}, sort all vertices V, by degree 
from big to small. That means graph’s degree is ordered. 
Da is the alignment of the graph.
definition of sub-graph isomorphic. Two sub-graphs  
G = (V1,E1) and G′  = (V2,E2) are isomorphic if there is a one-
to-one correspondence between their vertices f  :v1 → v2, 
and there is an edge g:e1 → e2 directed from one node 
to another node of one sub-graph e1 ∈ E1,Ψ1(e) = ,u,v. 
if and only if there is an edge with the same direction 
between the corresponding vertices in the other sub-
graph Ψ2(g(e)) = ,f (u), f (v)..14 Figure 1 shows the iso-
morphic visually.

The key of motif mining. There are five subtasks in our 
method: form of storage – a way to store digraph and undi-
rected graph; backtracking – enumerating all sub-graphs of a 
given size that occur in the input graph; random graph genera-
tion – generating random graphs that meet the requirement of 
the input network; sub-graph isomorphic – standardizing the 
associated matrix, which marks the graph uniquely; and motif 
identification – distinguishing motifs among all founded sub-
graphs on the basis of statistical parameters (Fig. 2).
The steps of mining motifs are as follows:

Use the ReadGraph function to store real graphs and 
random graphs.

Enumerate all of the sub-graphs with the backtracking 
algorithm.

Standardize all types of sub-graphs to easily identify the 
sub-graphs of the same type. We calculate the Code for a sub-
graph based on the degree of sub-graphs and symmetric ternary; 
one Code will represent one type of sub-graph. We obtain the 
number of one type of sub-graphs based on the value of Code.

These steps are described in detail below.
Associated matrix. Storage of graphs is the first step in 

the process to solve the problem of motif mining. An associ-
ated matrix is easy to compress and makes it easy to know the 
size of the sub-graph; hence, we use it to store the real graphs 
and random graphs.

definition of associated matrix. An associated matrix con-
sists of a graph G = ,V,E., a set of nodes V = {v1,v2,…,vi},  
and a set of edges E = {e1,e2,…,ej}, 1 # i # the number of 
graph’s nodes and 1 # j # the number of graph’s edges. 
M(G) shows the connection between the nodes and edges 
of G. It is usually not a square matrix (Fig. 3). 
As we know a row represents a node, a column represents 

an edge, and the algebraic sum of all elements is zero in M(G). 
In the matrix M(G), the sum of out-degree and in-degree is 
both equal to the number of edges, that is 

( ) ( ).mijj
m

i
n m mijj

m
i
n=== = = − = −==∑∑ ∑∑111 111

The standardization of associated matrix. Because the 
sort of a graph’s nodes is not sure, the associated matrix used 
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figure 1. Examples of isomorphic graphs. (A) the isomorphism of an undirected graph. (B) the isomorphism of a directed graph.

http://www.la-press.com
http://www.la-press.com/journal-evolutionary-bioinformatics-j17


A new method for motif mining in biological networks

157Evolutionary Bioinformatics 2014:10

4. Calculate the columns by symmetric ternary number, 
and then with the dictionary sequence. (All columns of 
ternary numbers are not the same.)

5. After sequencing these nodes, we shall transform the 
rows into a one-dimensional array and get a decimal 
number through transformation of the ternary number.

6. We may repeat the aforementioned steps until the matrices 
get the same Code number before and after transformation.

 

figure 3. an example of an associated matrix. it shows the corresponding relationship between a graph and its form for storage.

Store, search and statistics the
information of sub-graphs in the
real graphs.

Generated 1,000 random graphs,
search and statistics the 
information of the sub-graphs.

Main

ReadGraph (store a real network
with the associate matrix, and
statistical information)

AjSubgraph (search and 
classify all of the sub-
graphs by backtracking
algorithm)

AjSubgraph

Subsequent_Row

Subsequent_Col Code

StoreSubgraph Statistics

Subsequent_Row 
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with the symmetric 
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StoreSubgraph (store all
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statistics information of sub-
graphs in the random graphs)

EnumerateSubgraph (search the
sub-graphs with backtracking, and
statistics information of sub-
graphs in the real graph)

figure 2. flow chart of mining motifs.

to store a graph is not unique. In order to mark the graph 
uniquely, we need to standardize the associated matrix. This 
is useful for sub-graph isomorphism. Specifically, it can reduce 
the complexity of sub-graph isomorphism and improve the 
efficiency of searching. These will be discussed in detail in the 
next section.

The detailed processes of the standardization of an associated 
matrix are as follows:

1. Out-degree order: perform a sort to all vertices with the 
dictionary sequence, which is in descending order.

2. In-degree order: make a dictionary sequence of the 
vertices having the same out-degree order.

3. If and only if there are some nodes with the same out-
degree order and in-degree order, the sequence of these 
nodes should be in accordance with the minimum num-
ber of edges connecting them and the numbers shall 
ascend in the sequence.
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Finally, we get a Code value to mark the class of isomor-
phism. 5668 is a Code signing an isomorphism sub-graph.

random network generation. For the identification of a 
motif, the proper determination of a sub-graph’s significance 
needs comparison with an ensemble of random graphs. Gen-
eration of this ensemble for a given graph model is a necessary 
step in our method. We generate random graphs with the 
same feature of the input network (enumeration and classifi-
cation are also performed on random graphs).
Our approach is based on switching operations,15 applied on 
the edges of the input network repeatedly, until the network is 
well randomized. This switching operation is applied to ran-
domly chosen vertices of the network, as shown in Figure 4. 
Any two edges (A → B, C → D) are chosen and their ending 
points exchanged: (A → D, C → B). The switching operation 
must meet two conditions: no bidirectional edges or self-loop. 
By applying this switching operation repeatedly on the input 
network, an ensemble of random networks is generated.

backtracking. Backtracking16 is a general method for 
finding all (or some) solutions to a computational problem, 
by incrementally building candidate solutions and then aban-
doning each partial candidate c (backtracking) as soon as it 
is determined that c cannot possibly be completed to a valid 
solution.

The backtracking algorithm enumerates a set of partial 
candidates that traverses this searching tree recursively, from 
the root down, in depth-first order. At each node c, the algo-
rithm checks whether c can be completed to a valid solution. 
If it cannot, the whole sub-tree rooted at c is skipped (pruned). 
Otherwise, the algorithm (1) checks whether c itself is a valid 
solution, and if so reports it to the user and (2) recursively 
enumerates all sub-trees of c. The two tests and the children of 
each node are defined by user-given procedures.

We use it to enumerate all sub-graphs of a given size 
that occur in the input graph, because the backtracking algo-
rithm keeps only the path of the initial and the end nodes, 
saving storage space and reducing space complexity. Then, we 
combine the way of enumerating all sub-graphs (backtrack-
ing) and the way of storing the input graph with an associated 
matrix that reflects the connection relationship of nodes and 
edges. The combination of the two algorithms can reduce the 
complexity of enumerating sub-graphs and searching time. 
Described in Figure 5, the detailed processes to enumerate 
sub-graphs are as below:

Carry out steps a–g sequentially to all nodes in the graph G.

a. Make two stack tables for all nodes Vi ∈ V(G). Stack 
Table 1 stores the sub-graphs of a given size that contain 
the node Vi and are represented by their nodes and edges. 
Stack Table 2 stores all candidate nodes and edges that 
meet the conditions. The candidate nodes and edges are 
stored in pairs in stack Table 2.

b. Put the node Vi into stack Table 1, and then put all nodes 
and edges connected with Vi into stack Table 2, consider-
ing them as the candidate ensemble.

c. When the number of nodes in stack Table 1 meets the 
requirements, output the nodes and edges in stack Table 1 
as a sub-graph.

d. Classify the sub-graph outputted by a different edge 
number.

e. If stack Table 2 is not empty, perform steps f–g.
f. When the number of the nodes in stack Table 1 is smaller 

than the designated size, remove the first candidate node 
and edge pair from stack Table 2, and put all nodes and 
edges connected with the removed node into stack Table 2 
as the candidate nodes and edges (excluding the nodes in 
stack Table 1). If the node removed from stack Table 2 is 
the same as a node in stack Table 1, put the edge removed 
from stack Table 2 into stack Table 1 only; otherwise, 
put the node and edge removed from stack Table 2 into 
stack Table 1 at the same time, and then turn to step c to 
continue.

g. When the number of nodes in stack Table 1 is equal 
to the designated size, search the remainder nodes and 
edges in stack Table 2. If there is a node in stack Table 2 
equal to a node in stack Table 1, put the edge corre-
sponding to the node in stack Table 2 into stack Table 1, 
and then output the nodes and the edges in stack Table 1 
as a sub-graph.

Remove the node Vi and all edges connected with Vi from 
the graph G.

Using the above steps, we can enumerate all sub-graphs 
through the backtracking algorithm and classify them based 
on the difference between the number of nodes and edges. 
This can reduce the space of isomorphism by judging the size 
of sub-graph beforehand. The combination of backtracking 
algorithm and associated matrix makes it easier and faster to 
search all sub-graphs than that with other algorithms. We 
provide the pseudo-code to show the process to enumerate 
sub-graph synoptically.
IInput: A graph G = (V, E) and a given size n

Output: All size-n sub-graphs in G
for each node v ∈ V do
VCandidate←(e,v′) connect with v and make a sub-graph set 

of size-n SG
Call RecursiveFunction(SG, VCandidate, n)
recursiveFunction (SG, VCandidate, n)

A B

C D

A B

C D

figure 4. schematic view of edge switching operator, edge replacement 
for generating random networks. As shown in this figure, the replacement 
process does not change the node degrees.
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If NSG = n then output SG and return
While (HeadPtr ∈ Vsubgraph)! = null do
If NSG , n then
If HeadPtr– .v′ ∈ SG then SG←HeadPtr– .e
ElseVCandidate←(HeadPtr –.e,HeadPtr–

v′)∪SG←(HeadPtr–.e,HeadPtr–.v′) call 
RecursiveFunction(SG, VCandidate, n)

else if NSG =n then
if HeadPtr– .v′ ∈ SG then SG← HeadPtr– . e and 

output SG
return
Time complexity for backtracking is O(Nv * Evi * [∑ k=1 

Size_k  k +  
Nv * (Size_k−1)]). Nv is the number of nodes in the real network, 
Evi is the number of edges connected with vi, Evi = Outdegree + 

Indegree,Size_k are the sub-graphs with a given size that we 
search in the real network. From the formula, the time com-
plexity is associated with Nv, Evi, and Size_k. 

sub-graph isomorphism. As it is well known, among 
the different types of graph-matching algorithms, the sub-
graph isomorphism is an NP-complete question.14 So, time 
requirements of brute force matching algorithms (either in 
cases of isomorphism or sub-graph isomorphism) increase 
exponentially with the size of the input sub-graphs, restrict-
ing the applicability of graph-based techniques to problems 
implying sub-graphs with a small number of nodes and edges. 
We deal with the problem of sub-graph isomorphism by stan-
dardizing the associated matrix to mark the isomorphism 
class uniquely.

figure 5. an example of searching sub-graphs by backtracking.
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As previously stated, we standardize all sub-graphs to 
uniqueness. One way to identify isomorphic sub-graphs is to 
give an identical associated matrix to every isomorphic kind. 
For a sub-graph with N nodes, the number of permutations 
of the node label is N !. Meanwhile, there is a difficult prob-
lem about storing a digraph by using an associated matrix, 
because an element represents both connection relationship 
and orientation directly, especially “−1.” So, a symmetric ter-
nary sequence can be obtained by extracting the matrix row by 
row, and the symmetric ternary sequence is defined as Code; 
the code is unique for each isomorphic class. One Code marks 
an isomorphic class. We just count the number of Codes with 
the same value to detect the motif. Now we will confirm the 
sufficiency and necessity of this unique mark from the theory. 
The detailed processes are described as follows:

The sufficiency: If sub-graphs are isomorphic, their 
matrixes are similar. According to the properties of ele-
mentary changes of matrix, similar matrixes will become 
the same matrix after elementary changes; hence, Code 
value is the same.
The necessity: When the sizes (the number of rows and 
columns of the matrix) of two sub-graphs are equal, and 
both the numbers of out-degree and in-degree are equal 
in these matrixes ie, if these two matrixes have the same 
Code value, then the corresponding symmetrical ternary 
is the same, and also all elements of these matrixes in the 
corresponding position are same. Hence, these matrixes 
are identical.
The sufficiency and necessity are proved.
evaluation measures. By using the results of the last step, 

the significance of each sub-graph found in the input and ran-
dom networks is calculated. Here, a network motif is defined 
as a frequently or uniquely represented sub-graph in an input 
network; each motif must meet the measurement principles.

Frequency. This is the simplest measurement of estimat-
ing the significance of a motif. For a given network, the 
frequency is defined as the number of an isomorphism 
class occurrence f (G) in the input network. It is more 
than 4.

P-value. This measure indicates the probability of 
a random network in which a motif f (G) occurred no 
less than in the input network. Therefore, P-value ranges 
from 0 to 1. The smaller the P-value, the more significant 
is the motif.

 P-value < 0 01.

The last. If set Nreal is the number of sub-graphs in the 
input graph and Nrand is the mathematical expectation of 
the number of random graphs, the probability of a random 
network in which a motif f(G) occurred is no less than in 
the input network. A motif must meet this formula:

 N N Nreal rand rand− > 0 1.

Each motif must meet the above principles, Motif = (Fre-
quency, P-value, and the last). After all motifs are recognized, 
Z-score is a qualitative measure of statistical significance, 
which is defined as below. It indicates how important a motif 
is in the network.

 
Z f G

N N
Nscore

real rand

randstd
( ( ))

( )
=

−
< >

−

Nreal is the number of f (G) occurring in the input network, 
N rand

−  is the mean number at which f (G) occurred in random 
networks, and std(, Nrand .)is the standard deviation of the 
number of sub-graphs in the random networks. The larger the 
Z-score, the more significant is the motif, please refer to the [1].

result and discussion
In this section, we present the results of applying our algo-
rithm to some real network; please see http://202.199.159.247/
DownloadShow.asp?ID=15 for detail. Network instances 
applied are both biological and non-biological. The metabolic 
pathway of the bacteria E. coli, the transcription network of 
yeast, a sea urchin network, and an electronic network was 
targeted. These instances for testing the algorithm are up-to-
date versions of the motif detection tests used by other exist-
ing algorithms. They can be freely obtained online at http://
www.weizmann.ac.il/UriAlon/groupNetworksData.html.

The validity of algorithm. The numbers of motifs with 
different sizes observed in each network are presented in 
Table 1. In this table, we enumerate different kinds of net-
works with different numbers of edges, and calculate the 
number of some sub-graphs that occurred in the real network 
and the only Code that marks them.

From the first table, we know the different numbers of 
edges and nodes embody the difference between networks. 
Most motifs are similar in different networks, but small 
differences exist. The more similar the topology structures 
of motifs, the more similar are their Code values. This 
proves the accuracy of our unique marking of isomorphic 
sub-graphs.

In this table, the fifth column has the unique Code to rep-
resent the isomorphic class, the fourth column has the number 
of motifs in the real network, and the sixth column has the 
topological structures of motifs.

Algorithm correctness and extensive applicability. As 
is known to all, the Z-score is a parameter to measure the 
importance of the motif. The higher the Z-score, the more 
important the motif is. In Table 2, we compare our method 
and the ESA method.1

In this table, the second column has the topological 
structures of motifs, the third column has the names of 
motifs, the next column has the Z-scores of the ESA 
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important the motif is. So the Bi-fan motif is most important 
in the S838 network. In addition, the Z-scores of different 
motifs in the same network are different. In S838, the Z-score 
of the three-node feedback loop motif is the largest. So, it is most 
important and occurs more frequently than other motifs.

Meanwhile, in our method, the topological structures of 
motifs are the same as in the ESA method.1 The importance 
of different motifs in the same network and that of the same 
motif in different networks is similar to that in Milo et al.1 
This proves the correctness of our method. In addition, our 
method achieves mining of motifs in different kinds of net-
works, which proves our method is valid and offers extensive 
applicability.

The comparison of accuracy. We have proved the 
validity and correctness of our method – Edges-Nodes Search 
Algorithm (ENSA), and will below prove its accuracy and 
comparison with that of Feature Compression for Graph 

table 1. a summary of Code and the topological structure in 
different networks.

NetwoRk NodeS edgeS Size-k Code Motif

E coli 423 519 3 8528

4 12925664

236808

S208 122 189 3 5668

4 13698880

12925664

S420 252 399 3 5668

4 12925664

13698880

S838 512 819 3 5668

4 12925664

13698880

 

method,1 and the final column has the Z-score of the method 
presented here.

Z-score is used to evaluate the importance of a motif in 
the network. In Table 2, the Z-scores of the same motif in 
different networks are different. For example, the Bi-fan motif 
has a Z-score of 13.82 in the biological network, 6.05 in the 
electronic circuits network (S208), 10.95 in the S420 network, 
and 20.40 in the S838 network. This shows that the impor-
tance of the same topological structure of motif in different 
networks is different. The higher the Z-score, the more 

table 2. the summary of Z-score in different networks, compared 
with the Esa method.

NetwoRk Motif NAMed z-SCoRe

eSA ouR Method

E coli feed-forward  
loop

10 12.19

Bi-fan 13 13.82

S208 three-node  
feedback loop

9 11.51

four-node  
feedback loop

5 5.56

Bi-fan 3.8 4.12

S420 three-node  
feedback loop

18 18.91

four-node  
feedback loop

11 14.92

Bi-fan 10 10.95

S838 three-node  
feedback loop

38 40.05

four-node  
feedback loop

25 20.21

Bi-fan 20 20.40
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Searching the sub-graphs in the network is the key part 
in the process of recognizing motifs. The efficiency of enumer-
ating all the sub-graphs is an important standard to measure 
the quality of the algorithm, because it costs much time to 
search the sub-graphs in the whole process. According to the 
previous research, ESA’s search time is the longest, ESU takes 
the second longest, and ESU-Tree is the shortest. The work 
of Hu et al enumerates all the sub-graphs by the ESU-Tree 
algorithm.17 In comparing our method with this use of ESU-
Tree, we found only a small difference in the time required to 
enumerate the sub-graphs. In cases with three and four nodes, 
our backtracking algorithm took just 10−2 and 10−1 seconds 
longer. This gap can be reasonably ignored, and they can be 
regarded as equal. In cases with five nodes, the time spent 
on enumerating the sub-graphs by the backtracking algorithm 
is shorter than by ESU-Tree, by a significant 27.5 seconds. 
This is a relatively big improvement. The shorter time spent 
on enumerating reflects the superiority of the algorithm 
presented here.

The time complexity of our algorithm is O(Nv * Evi *  
[∑ k=1 

Size_k  k + Nv * (Size_k−1)]).
The time complexity of the FCGI algorithm is 

O N Vv k Vv kv i i( * * [( _ ) * _ ])Size Size− +1 2 2 .
Nv is the number of nodes in the real network; Evi is the 

number of edges connected with vi; Evi = Outdegree + Indegree, 
(0 # Evi # 2(Nv − 1)); and Vvi is the number of nodes connected 
with vi, 0 # Vvi # Nv − 1. Size_k are the sub-graphs with a 
given size that we search in the real network. In the yeast net-
work, when we searched the sub-graphs with Size_k = 3, the 
largest frequentness are N Nv v* ( ) *2 1 1382−  in our algorithm 
and N Nv v* ( ) *−1 2757 in FCGI. This gap can be ignored, 
and they can be regarded as equal. But for Size_k = 5, the 

Isomorphism (FCGI).17 In this table, Type is the number of 
non-isomorphic graphs with size n that are discerned by our 
method (Table 3).

We use the backtracking algorithm to enumerate all 
sub-graphs of a given size that occur in the input graph. Our 
method is mining a non-probabilistic and exact motif in the 
network. So, it is an inherent property of the network that the 
number of types with size n is same as in the network. But 
the backtracking algorithm just keeps the path of the initial 
and the end nodes, which saves the storage space and reduces 
the space complexity. Then, we combine it with the associated 
matrix, which reflects the connection relationship of nodes and 
edges. The combination of the two algorithms can reduce the 
complexity of enumerating sub-graphs and searching time.

The comparison of searching time. In order to judge the 
performance of our method, we carried out a series of experi-
ments on a set of testing data. The performance evaluation 
measured the amount of time consumed. We enumerate all 
sizes of sub-graphs for testing, and then compare with method 
FCGI.17 The operating environment was consistent, as all 
evaluation was performed on the same computer hardware and 
software: Intel Core 2 Quad CPU, 2.4 GHZ work station, 
3 G RAM, Windows 7 operating system, and Visual C++ 6.0. 
This ensures that the comparison is meaningful (Fig. 6).

table 3. the comparison of accuracy.

Size(N) tYpe fCgi ACCuRACY eNSA ACCuRACY

3 13 13 100% 13 100%

4 199 199 100% 199 100%

5 9364 9364 100% 9364 100%
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figure 6. The performance evaluation is reflected in consuming time, using the yeast network as the testing data. the blue column denoting the time 
consumed in our algorithm is compared with the green column, which represents time using the method of the Esu-tree.17 the x-coordinate denotes the 
size of sub-graph, and the y-coordinate denotes the searching time.
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associated matrix to a decimal number Code, which represents 
an isomorphism class. We judge whether the two sub-graphs 
are isomorphic by simply checking whether the Codes are the 
same or not. Because the associated matrix is usually not a 
square matrix and “−1” reflects direction, it is difficult to deal 
with them. Our method gives a new application of the associ-
ated matrix in the digraph domain by combining it with the 
symmetric ternary. It is easier and faster than other algorithms. 
In addition, from the results obtained, we have proved the cor-
rectness and effectiveness of our method. The comparison of 
the results of our method with the ones obtained shows that 
our approach has lower searching time and more extensive 
applicability.
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table 4. Search time in different networks. The first column has the 
names of different networks, and columns 2–7 has the sizes of sub-
graphs and time.

tiMe(S)
NetwoRkS

Size 3 Size 4 Size 5 Size 6 Size7 Size 8

E. coli 0.053 0.556 10.093

sea urchin 0.003 0.026 0.237 2.794

s208 0.003 0.012 0.05 0.181 0.825 4.157

s420 0.011 0.044 0.142 0.692 3.648 20.326

s838 0.037 0.122 0.554 3.13 18.696

largest frequentness probabilities are N Nv v* ( ) *2 1 2767−  
and N Nv v* ( ) * ,−1 11 017, for the backtracking and FCGI 
algorithms, respectively. The frequentness of the backtracking 
algorithm is less than two times that of FCGI. This proves 
that the comparison of the searching time is valid, and the 
backtracking method is superior.

Because of the limitations of the algorithm FCGI, 
we only tested and compared the yeast network. But our 
method has more extensive applicability; hence, we list 
the searching times of enumerating some sub-graphs in 
the other networks, as a reference. The results are given 
in Table 4.

We list the searching time in the different networks 
with different sizes in this table. In any network, the search-
ing time is different when the sizes of sub-graphs are different. 
For example, in the sea urchin network, 0.003 seconds where 
there are three nodes in the sub-graph, 0.012 seconds for four 
nodes, and 0.237 seconds for five nodes. With the size increas-
ing, the search time is amplified 10-fold. It shows that the rela-
tionship between the searching time and the size of sub-graph 
is directly proportional. Among the networks we have tested, 
the searching time was the shortest in the S208 network, in 
which we achieved enumeration of eight-node sub-graphs. The 
shortest time is at the microsecond level, and the longest is 
20.326 seconds.

conclusion
In this paper, we presented a method for mining network 
motifs. Based on the associated matrix, all sub-graphs could 
be enumerated by adding edges and nodes progressively with 
our backtracking algorithm, which saves storage space and 
reduces space complexity because it keeps only the path of the 
initial and the end nodes. This way of storing an input graph 
by an associated matrix reflects the connecting relationship of 
nodes and edges. Taking advantage of the combination of the 
associated matrix and the backtracking algorithm, our method 
reduces the complexity of enumerating sub-graphs, providing 
a more efficient solution for enumerating sub-graphs during 
motif mining. Then, the associated matrix is standardized and 
the isomorphism sub-graphs are marked uniquely by using 
the symmetric ternary to translate the elements (−1,0,1) in the 
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